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Abstract—In this paper, we introduced a classifier ensemble 

approach to combine heterogeneous classifiers together in the 

presence of class label noise in the datasets. To enhance the 

performance of our proposed classifier ensemble, we give a 

preprocessing step to filter out class label noise present in the 

dataset. This noise free data is further used to learn individual 

classifier model. After that, a weight learning method is 

introduced to learn weights on each individual classifier to 

construct a classifier ensemble. We applied genetic algorithm 

to search for an optimal weight vector on which classifier 

ensemble is expected to give best accuracy. The proposed 

approach is evaluated on variety of real life datasets. The 

proposed technique is also compared with existing standard 

ensemble techniques such as Adaboost, Bagging and RSM to 

show the superiority of proposed ensemble method as 

compared to its competitors and also to show the sensitivity of 

competitors to class label noise. We have also given an analysis 

of the performance of proposed approach on the imbalanced 

and overlapping classes.  

 

Index Terms— Bagging, Adaboost, m-Mediods, SVM. 

I. INTRODUCTION 

The interest of Machine Learning research community 

in automatic data classification techniques is increasing 

from the last few decades. Until now, variety of 

classification techniques such as Support Vector Machine 

(SVM) [22], Gaussian Mixture Model (GMM) [23], 

Multivariate M-Mediod [24] etc. have been proposed. All of 

these classifiers differ in their implementation approaches 

as well as theories and hence they have diverse level of 

sophistication to handle various issues expected in real-life 

classification settings. These includes but not limited to 

patterns with overlapping distribution, multivariate 

distribution of samples within patterns, complex shape 

boundaries between samples belonging to different patterns 

and patterns with uneven number of training samples. 

Individual classifiers may be specialized in handling 

subsets of these problems but may give poor results in the 

presence of others. Resultantly, they achieve different 

levels of success for diverse application. To overcome this 

problem, classifier ensemble methods have been suggested 
[1-3] [6-10, 12-16]. In this method, many classifiers are combined 

i.e. their decisions are combined together to make a final 

strong classifier whose judgment is more precise and 

effective as compared to its individual members. 
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These classifier ensembles can be divided into two ways 

according to their structure: homogeneous and 

heterogeneous. The homogeneous ensemble approaches 

combines classification algorithms of the same type 

whereas different types of classification algorithms are 

combined in heterogeneous ensemble. There exist some 

more classifier ensemble methods i.e. classifier selection 

methods [1, 2], feature selection methods [8, 9, 14], methods for 

diversity creation in classifiers of ensemble [16] and 

combination methods [1-4, 6, 12-15]. The most popular and 

standard ensemble methods include Bagging [12], Boosting 

(Adaboost) [13] and Random Subspace Methods (RSM) [14]. 

These are the dominant methods for diversifying and 

combining classification results. But all these discussed 

classifier ensemble methods only consider the construction 

of classical ensemble methods and put less attention toward 

handling noise problems which are obvious to occur in the 

real-life data sets.  Although, lot of data cleaning methods 

have been introduced for individual classifier but not for 

classifier ensemble methods. A very few ensemble 

methods have been used to identify class label noise 

including boosting and voting filters [29, 30].  

In this paper, we introduced a preprocessing approach to 

eliminate class label noise from the dataset. For this 

purpose, k-nearest neighbor algorithm is applied to get the 

specific number of nearest neighbors of sample’s own 

class. A threshold value is defined to get the neighbors of 

sample’s own class by specifying the ranges of data sizes. 

To evaluate the performance of proposed pre-processing 

approach, we give a method for adding artificial class label 

noise in training dataset. The filtered data is further used to 

learn individual classifier models which are then combined 

by introducing weight learning method to learn weights on 

these heterogeneous classifiers to construct an ensemble. 

To search for an optimal weight vector on which classifier 

ensemble is giving best accuracy, we applied genetic 

algorithm [25]. Our proposed work is related to the 

combination methods i.e. weight learning scheme and fall 

under the category of heterogeneous ensemble methods 

combining independent classifiers. 
 

The remainder of the paper is organized as follows: 

Section II gives a brief review of existing techniques that 

have been used to combine classifiers in an ensemble. The 

classifiers used in the construction of proposed classifier 

ensemble are introduced in section III. The framework of 

proposed ensemble is detailed in section IV. Experiments 

are reported in Section V. The last section gives conclusion 

of the paper. 
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II. BACKGROUND AND RELATED WORK 

The classifier ensemble techniques combine multiple 

classifiers together to produce a single stronger one. Until 

now, lots of classifier ensemble techniques have been 

introduced. Previous work includes the ensemble methods 
[1-4] [6-10, 12-16] that are based on different strategies. These 

methods are using different classifier combination [1- 4, 6, 12-

15], weight assignment [3, 4, 10, 13], majority voting [2, 12], 

feature selection [8, 9, 14] and diversity creation methods [16]. 

Earlier work has put attention toward assigning weights to 

instances as well as classifiers to construct an ensemble by 

applying weight assignment methods [11]  and voting 

algorithms [10,12-14][17-19]. The methods based on combining 

different classifiers together along with statistical methods 

have also been presented [2-3] [5-10]. Prior studies introduced 

the most prominent voting and weighting based standard 

ensemble methods i.e. Bagging [12] and Boosting [13]. 

Breiman [12] introduced the bagging algorithm to get better 

classification accuracy. Bootstrap samples are generated 

from training set which are obtained by sampling with 

replacement. Every time, a classifier is learned with 

different training set after which different outputs of 

learned classifiers are combined together to get a single 

classifier.  

Random Forest Method proposed by Breiman [14] uses 

un-pruned decision trees. It consists of a collection of tree 

like structured classifiers and uses a number of input 

variables to find the decision at a node of the tree. To 

classify a new pattern, votes are collected from every tree 

in the forest and then use majority voting to finalize the 

class label. Schapire came up with a well-known ensemble 

method boosting [13] to enhance the performance of weak 

learner by iteratively running it on training data. Adaboost 
[13] improves the classifier by an iterative process. It fully 

concentrates on those samples which are difficult to 

classify. When the algorithm starts, it gives equal weights 

to every sample in a training dataset. After every iteration, 

weights of misclassified instances are increased while 

decreasing the weights of correctly classified ones. It 

further assigns weight to individual classifier to measure its 

overall accuracy. The higher weights are given to those 

classifiers performing accurately which are then used to 

classify new samples. Some other ensemble methods 

combine classifiers using majority voting [2, 12] and 

Dempster-Shafer theory [6].  

Jiang et al [2] combined the concept of bagging with 

Principal Component Analysis (PCA) to construct an 

ensemble. Nicolas et al [7] combines the concept of boosting 

with supervised projection method. The focus of this 

technique is on misclassified instances as they are used to 

find supervised projection. However, this approach does 

not employ majority voting or weighting scheme to 

combine the classifiers. Some dynamic ensemble learning 

approaches have also been proposed in literature [3, 8]. A 

weight adjusted voting algorithm [10] is introduced which 

use a weight vector for instances as well as for classifiers. 

The weight vector for instance gives higher weights to 

those instances which are difficult to classify. On the other 

side, the classifiers weight vector gives highest weights to 

only those classifiers giving better performance on these 

difficult instances. The methods for dynamic ensemble 

selection [9] using majority voting rule to combine the 

classifiers have also been introduced in literature. The 

method in [5] combines more than one ensemble in order to 

achieve improved accuracy and diversity of classifiers. But 

all of these previous studies fully concentrated on the 

construction of classical ensemble methods and have less 

noticed the handling of different types of noise in datasets 

which are obvious to occur while working in real world 

environment. So, there is not enough literature on handling 

noise using ensemble methods. About standard ensemble 

methods, Dietterich [31] reported in his experimental work 

that in situations where classification noise is present in 

data, Bagging shows better performance as compared to 

Adaboost, and also with some datasets Bagging gives 

better accuracy than Random Forest. He reported that 

Random Forest is not as much sensitive to noise as 

Boosting. There exist few methods [29, 30] that handle class 

label noise in a dataset in ensemble methods. The standard 

ensemble schemes i.e. Adaboost, Bagging and RSM are 

also not performing well on imbalanced and overlapping 

classes.  

III. CLASSIFIERS USED TO CONSTRUCT 

ENSEMBLE 

To produce a hybrid classifier system, we selected three 

classifiers including Support Vector Machine (SVM) [22], 

Gaussian Mixture Model (GMM) [23] and our previously 

proposed multivariate m-Mediods [24]. The proposed 

ensemble methodology combines all three classifiers 

together after learning each classifier model individually. 

These classifiers are intentionally selected due to their 

ability to handle different problems and scenarios that may 

arise in variety of class distributions. GMM [23] is good in 

handling classes with overlapping and distinct distribution 

but does not give good results with non-overlapping classes 

having complex and tight boundaries. SVM [22] handles the 

problem of complex and tight decision boundaries by 

looking for best possible hyper-dimensional decision 

surfaces separating the samples belonging to different 

classes. However, the effectiveness of SVM degrades with 

increasing amount of overlap amongst the classes. Another 

disadvantage of SVM is that it neglects classes with smaller 

membership count to correctly classify samples belonging 

to classes having large membership count. Multivariate m-

Mediod [24] classifier has the capacity to cater for the 

presence of multivariate distribution of samples within a 

modeled class. It has the strength of modeling complex 

patterns without imposing any limitation on the shape of 

distribution of samples within a given pattern. Once the 

multivariate m-Mediods model for all the classes have been 

learnt, the classification of test samples is achieved using a 

soft classification technique that can handle for multimodal 

and overlapping distributions of samples among different 

patterns within a dataset. It also caters for patterns having 

small membership count. Combining classifiers with 
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different skills and specialties will enable the ensemble to 

cover all possible aspects and problems of classification.  

IV. PROPOSED CLASSIFIER ENSEMBLE SYSTEM 

Our proposed ensemble approach is presented to 

combine classifiers in a hybrid framework to enhance the 

classification accuracies as compared to individual 

classifiers. In proposed method, model of individual 

classifiers are generated. These models are used to generate 

individual opinions of different classifiers regarding test 

sample. As classifier ensemble is effective only in 

situations where there is a difference in opinion regarding 

classification of test sample, we propose to select only 

those samples (referred to as confused samples) to be used 

for ensemble learning purpose.  

Let ),( YXTDT  be a labeled dataset where

 nxxxxXT ,...,,, 321 a dataset is containing n 

samples and  nyyyY ,...,, 21  is a set containing the 

label information of corresponding instance in set XT. A 

sample ix   in a data set DT is represented by a t-

dimensional feature vector  ti fffx ,...,, 21 . Let 

)( jXT   represent the samples belonging to class j. From 

each class j, 70% of samples are selected as train set. The 

rest of 30% samples from each class are treated as test set. 

Let trainXT   represents the train set and testXT denotes the 

test set. The process of filtering class label noise is 

comprised of following steps: 

1) Select a sample x from train data trainXT . Compute its 

distance from all the samples in trainXT  and sort these 

computed distances in descending order. After that, 

identify k distances to get the labels of k nearest 

neighbors of current sample as: 
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where x is the current training sample. TR is a set of all 

training instances and P represents the set of k instances. 

The value of k finds out the number of nearest neighbors 

whose corresponding training instances are nearest to x. 

‖. , . ‖ is the function of Euclidean distance. U represents 

the each individual instance in set P. Similarly, V in set

PTR . Set P of k closest neighbors is updated in every 

iteration for each new sample x. 

2) After getting k nearest neighbors of sample x, define 

the threshold value for achieving the specific number 

of nearest neighbors of sample’s own class. The 

threshold value can be different for different data sets.  

3) Count the number of instances from KNN set ‘P’ that 

belongs to the same class as that of query sample x.  

4) Initialize {}trainTX


 as an empty train set. 

5) If the counted number of instances achieves the 

defined threshold value, then maintain the sample x in 

trainTX


 , otherwise not. Let ȃ  be the number of 

instances from KNN set ‘N’ that belongs to the same 

class as that of query sample x. Update trainTX


 as  
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Where 𝜏 is the defined threshold value. i is the 

number of sample in trainTX


. 

6) Repeat steps 1-5 for all samples in trainXT . 

After getting filtered train data, the methodology for 

learning individual classifiers and selection of confused 

samples consists of the following steps: 

i. Set {}confusedXT   

ii. Divide dataset trainTX


 into k-folds. Let  ₣𝑘  represent 

the kth fold of trainTX


, where cvk #,...,2,1  and 

cv#  is the total number of folds. Each fold kF  

contains equal number of instances from all the classes 

in the dataset.  

iii. Select kth fold and treat it as cross-validation set 

kcv FXT  . The remaining 1# cv  folds are 

selected to learn the classifier model as: 

 

 kjcvjFXTXT jtraintrain  ,..#2,1    (3)                                                                                                 

iv. Learn the model of GMM, SVM and multivariate m-

Mediod classifiers using trainXT .  

v. Select ith sample from trainXT , represented as 
)(i

cvXT

and classify it separately using GMM, SVM and 

multivariate m-Mediod classifiers as: 
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i

cvjcl
class
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where  )(i

cvjcl XclassyP   is the probability 

jclass of  given 
)(i

cvX  using classifier lC .  

vi. Identify those samples for which at least two classifiers 

give different class predictions. This is achieved by 

filtering those samples from  𝑋𝑇𝑐𝑣  for which all the 

concerned classifiers predict the same class as these 
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will not contribute in weight learning process. 

Removing such samples will have a positive impact of 

significantly speeding up the weight learning process. 

The filtered cross validation set which is composed of 

confused samples, referred to as 𝑋𝑇𝑐𝑜𝑛𝑓𝑢𝑠𝑒𝑑 , is 

obtained as: 
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7) Repeat step 3-6 for all folds in the dataset. 

Once we have generated the model of different 

classifiers and extracted confused samples set confusedXT , 

we use them to learn weights for each individual classifier 

by applying genetic algorithm based learning approach. Let 

W=[wGMM wSVM wm-Mediods] represents a weight vector 

containing weights to scale the decision of different 

classifiers. The algorithm for learning optimal weight 

values to maximize ensemble accuracy using confusedXT   

comprises the following steps:                                                                      

i. Initialize the population by randomly generating 16 

weight vectors. Normalize the weight vectors so that 

the sum of weights in each vector is equivalent to 1. 

ii. Pad the population with 4 pre-defined weight vectors 

including [1 0 0], [0 1 0],[0 0 1] and [1/3 1/3 1/3]. [1 0 

0], [0 1 0] and [0 0 1] weight vectors are padded to give 

maximum confidence to a single classifier. This will 

be helpful in class distributions which ideally suits the 

expertise of one of the classifier. [1/3 1/3 1/3] is 

padded to give equal confidence to all the classifiers.  

Resultantly, we have population comprising of 20 

weight vectors. We represent the set of weight vectors 

as W. 

iii. Set W Waccw 0 . 

iv. Select a sample
)(i

confusedXT   from confused sample and 

compute its probability to be classified to different 

classes using all the classifiers as: 

 

 )(Pr i
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j
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Where 
j

ClobPr  is the probability of a given sample to 

be classified to class j according to classifier lC .   

v. Combine different classifiers using weight vector W 

from population set W as: 
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  where  Wob j

ensPr   is the probability of sample

)(i

confusedXT  to belong to class j according to classifier 

ensemble created using weight vector W. 

vi. Classify
)(i

confusedXT   using: 

 Wobclass j

ens
class

ens

XT
j

i
cv

Prmaxarg)(


    (8)                                           

vii. Increment wacc  by 1 if the predicted class of 

)(i

confusedXT   is equivalent to its true label. 

viii. Repeat steps 4-5 for WW . 

ix. Repeat steps 4-8 for all samples in confusedXT . The 

classification accuracies of ensemble computed using 

different weight vectors in 𝐖 is the objective function 

that we like to optimize using genetic algorithm. 

x. Generate new sets of weight vector
newW by selecting 

10 best weight vectors from 𝐖 w.r.t. their objective 

function values and applying the genetic operators i.e. 

crossover and mutation. The objective function using

newW   is computed as specified in steps 3-9. The 

evolved population of best 20 weight vectors is 

obtained by selecting the top weight vectors from

WW new
. This step prevents us to lose track of any 

weight vector that gives us the optimal results during 

the weight learning procedure. 

xi. Repeat steps 3-10 till there is no improvement in the 

classification accuracy for 5 consecutive iterations or 

the number of iterations over the genetic algorithm 

exceeds 50. 

 

Once the weight vector to combine classifiers in an 

ensemble is learned, the classification of test sample x 

using proposed classifier ensemble is performed using eq. 

(9). 

 

V. EXPERIMENTAL STUDIES 

 

A. Experimental Datasets 

To evaluate the performance of proposed classifier 

ensemble methodology, four different real life datasets 

have been used including Iris, Satimage, DiaretDB and 

Heart datasets. A Brief overview of these datasets is given 

in TABLE I. The distribution of instances in different 

classes within a dataset is presented in TABLE II to 

highlight the variation in distribution of samples among the 

classes.   

B. Experiment 1: Evaluation of Proposed Classifier 

Ensemble Approach  

The experiment is conducted to evaluate the 

classification accuracy and effectiveness of proposed 

ensemble approach using DiaretDB dataset. Training data 

is achieved by randomly getting 70% of the samples 

separately from each class. The remaining instances are 
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treated as test data. We employ k-fold cross validation with 

k=7 to learn the ensemble as specified in section IV. We 

managed to extract only 159 confused samples out of 2156 

samples present in training Diaretdb data, which resultantly 

speeds up the weight learning process. Learning of optimal 

weights for the proposed ensemble is done as specified in 

section IV. The classification accuracies of classifier 

ensemble approach and its individual classifier members 

using test DiarestDB dataset are presented in TABLE III. It 

is observed that hybrid classifier yields best accuracy i.e. 

99.02% as compared to its individual member classifiers 

which shows the effectiveness of grouping classifiers 

together as compared to applying them individually.  

C. Experiment 2: Comparison of Proposed Classifier 

Ensemble Approach with Competitors 

This experiment evaluates the proposed ensemble approach 

on different real-life datasets and compares it with 

competitors including Adaboost, Bagging and Random 

Subspace Method. The experiment is conducted on 

DiaretDB, Iris, Satellite Image and Heart datasets. The 

learning of competitor ensembles is performed for 50, 100 

and 150 iterations. The accuracy results of competitors at 

these three different iterations are given in TABLE IV. It is 

observed that their performance is affected by the number 

of iterations, especially of Adaboost which shows more 

sensitivity toward iterations with Iris, DiaretDB and 

Satimage datasets. Bagging and Random Subspace are also 

affected by the number of iterations but to a relatively 

smaller level. We selected the best accuracy results of these 

competitors at different iterations which are highlighted in 

TABLE IV and presented them in TABLE V. We also 

present the results obtained using our proposed classifier 

ensemble in TABLE V. The comparison of classification 

accuracies of proposed classifier ensemble approach with 

its competitors shows that proposed approach gives best 

results as compared to competitors. The proposed approach 

is not affected by the number of iterations used for learning 

the ensemble

     
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TABLE I. A BRIEF OVERVIEW OF EXPERIMENTAL DATASETS 

 

 

 

 

 

 

TABLE II. DESCRIPTION OF NUMBER OF INSTANCES PRESENT 
IN EACH CLASS OF DATASET 

Dataset Class     

1 

Class 

2 

Class 

3 

Class 

4 

Class 

5 

Class 

6 

Iris 50 50 50    

Diaretdb 1028 725 1262 65   

Satimage 1533 703 1358 626 707 1508 

Heart 55 212     

 

 TABLE III: CLASSIFICATION ACCURACY OF PROPOSED 

APPROACH AND INDIVIDUAL CLASSIFIER WITH DIARETDB. 

 

 

 

 

 

 

 

D. Experiment 3: Comparing Proposed Ensemble 

Approach with Competitors in the presence of  Noise 

In order to study the sensitivity of proposed approach 

and its competitors in the presence of class label noise, we 

have induced the artificial noise to class labels of 70% train 

dataset. To add L% class label noise to 70% train dataset 

TD, pick 𝐿 × 𝑇𝐷
100⁄  samples randomly and alter their 

true class labels with wrong ones at random. The noise is 

only induced in 70% train dataset and not in test set.To 

make our preprocessing approach generic we define the 

ranges of k-nearest neighbors and the threshold value 𝜏 for 

different sizes of datasets as given in TABLE VI. The 

description of how to achieve threshold value is specified 

in section IV. 

 
 

Dataset Dataset Description # of 

instances 

# of 

features 

# of 

Classes 

 
Iris 

A flower dataset [27] that is publically available dataset, 

used as a test case for classification techniques.  

     
150 

      
  4 

     
3 

 

DiaretDB 
An eye’s retina dataset [28] used for diabetic retinopathy 

detection methods.   

    

3080 

     

 15 

     

4 

 

Satimage 
A publically available satellite images dataset [27] 

generated from Landsat scanner image data.  

    

6435 

      

 36 

     

6 

 
Heart 

A good dataset [27] to test the ML algorithms.      
267 

     
 23 

     
2 

Method Accuracy 

(%) 

Proposed Hybrid Approach     99.02 

M-Mediod 97.94 

GMM 98.59 

SVM 93.72 
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TABLE IV. CLASSIFICATION ACCURACY OF COMPETITORS AT DIFFERENT NUMBER OF ITERATIONS. 

 

 

 

Adaboost Bagging RSM 

Iter = 

50 

Iter= 

100 

Iter= 

150 

Iter = 

50 

Iter= 

100 

Iter= 

150 

Iter= 

50 

Iter= 

100 

Iter= 

150 

Iris 100 97.8 97.8 100 97.8 100 100 100 100 

Diaretdb 91.92 92.35 92.35 97.68 97.9 97.68 97.24 97.1 97 

Satimage 76.1 77.1 78.1 91.25 91.5 91.7 90.99 90 90 

Heart 67.5 67.5 66.3 62.5 62.5 63.8 68.8 68.8 68.8 

TABLE V. COMPARISON OF PROPOSED APPROACH WITH 

COMPETITORS 

 Adaboost Bagging RSM Proposed 

Approach 

Iris 100 100 100 100 

Diaretdb 92.35 97.9 97.24 99.02 

Satimage 78.1 91.7 90.99 93.38 

Heart 67.5 63.8 68.8 69.47 

 

TABLE VI. SPECIFIED RANGES FOR K-NEAREST NEIGHBORS & 

THRESHOLD 𝜏 

Range of data size Range of k Range of 𝝉 

0 – 300 5 – 7 2 – 3 

0 – 4000 9 – 11 3 – 4 

0 – 7000 11 – 13 4 – 6 

 

The experiment is conducted to illustrate the 

effectiveness of proposed ensemble approach to class label 

noise. The comparison of proposed approach with 

competitors using Diaretdb, Iris and Satimage datasets with 

class label noise is also presented. The sensitivity of 

proposed methodology and competitors to 5% and 10% 

level of class label noise are presented in TABLE VII. It is 

observed that, the performance of Adaboost is affected by 

the 5% and  

10% level of class label noise very much with Satimage 

data. With Diaretdb, the performance of Adaboost goes 

down at 10% level of noise. The reported results show the 

sensitivity of Adaboost to class label noise. From TABLE 

VII, we can observe that Bagging is less sensitive to noise 

as compared to Adaboost with DiaretDB and Satimage 

datasets. RSM shows more sensitivity to 5% level of noise 

with DiaretDB dataset. From TABLE VII, it is observed 

that our proposed ensemble approach shows less sensitivity 

toward class label noise as compared to its competitors. By 

applying our preprocessing approach, the proposed 

ensemble approach does not remain much sensitive to noise 

and give more accurate results as compared to competitors. 

E. Sensitivity of ensembling approaches to class 

imbalance in datasets 

The performance of proposed hybrid approach is also 

measured for class imbalance problem in datasets. The 

competitors are also evaluated and compared with 

proposed method. The confusion matrices of competitors 

and proposed approach with different datasets are given in 

TABLE VIII, IX and X. Adaboost, Bagging and RSM are 

evaluated on DiaretDB, Satimage and Heart dataset. It is 

observed form Table VIII (a) that, Adaboost is performing 

poorly on class imbalance problem such as on class 4 of 

Diaretdb which has very small number of instances in it. 

Due to this, the false positive rate is increasing.  There is 

also ambiguity between class 3 and 4 of DiaretDB. 

Adaboost has shown poor performance on ambiguous 

classes in Diaretdb dataset by: 

TABLE VII. COMPARISON OF PROPOSED APPROACH WITH COMPETITORS AT 5% & 10% NOISE 

  

AB.M1/M2 

 

 

Bagging 

 

RSM 

 

Proposed 

Approach 

5% 

noise 

 

10% 

noise 

 

5% 

noise 

 

10% 

noise 

 

5% 

noise 

 

10% 

noise 

 

5% 

noise 

 

10% 

noise 

 

Iris 98 97.8 95.6 95.6 97.6  97.6 98 97.8 

Diaretdb 90.95 88.6 97.2 96.1 95.9 94.1 98.2 97.2 

Satimage 75.5 72.2 91.2 90.8 90.5 90.3 92.87 91.73 
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Classifying class 4 into class 3. Similarly in TABLE 

VIII (b) & (c) we have seen that, Bagging and RSM are 

also performing badly on minority and ambiguous class but 

their performance is a little bit better than Adaboost. The 

performance of Adaboost is also poor on Satimage dataset 

for class imbalance and ambiguity among classes 4 and 6 

as shown in TABLE IX (a). From Table IX (b) & (c) we 

can see that, Bagging and RSM are performing well to 

some extent with Satimage for both issues but still confused 

to classify class 4. The same is the behavior of Adaboost, 

Bagging and RSM with Heart dataset which can be 

observed in TABLE X (a), (b) & (c). The reason behind 

this behavior of competitors is that, the focus of these 

techniques is to improve their overall classification 

accuracy. They learn their models on majority class very 

well but model the minority class poorly due to insufficient 

data.  

As compared to competitors, our ensemble approach is 

performing well on DiaretDB, Satimage and Heart datasets 

as shown in Table VIII (d), IX (d) & X (d). It is observed 

that, by combining individual classifiers together having 

different capabilities we can handle the issue of imbalance 

and overlapping classes very well as m-Mediod and GMM 

can perform well on imbalance instances. GMM can handle 

the overlapping classes very well. m-Mediod can handle the 

multivariate distribution of samples within the class. It can 

also handle the overlapping classes as well as classes 

having small number of instances very well. By doing so, 

the false positive and false negative rates can be decreased.  

VI. CONCLUSION 

This paper presents a preprocessing approach to filter out 

class label noise from the dataset. K-nearest neighbor 

algorithm is applied to get the specific number of nearest 

neighbors of sample’s own class. For this, we define a 

threshold value to get the neighbors of sample’s own class 

by specifying the ranges of data sizes. Filtered data is then 

used to learn individual classifier models. These individual 

models are combined by introducing weight learning 

method to learn weights on these heterogeneous classifiers 

to construct an ensemble. To search for an optimal weight 

vector on which classifier ensemble is giving best accuracy, 

we applied genetic algorithm. From experimental studies, 

it is observed that our proposed approach gives superior 

results as compared to the competitors such as AdaBoost, 

Bagging and Random Subspace Method. It also gives best 

retrieval accuracies for all real life datasets selected from 

UCI Repository. The proposed approach is not much 

sensitive to the class label noise. Our proposed approach 

has shown less sensitivity toward overlapping and 

imbalance classes as compared to its competitors. 
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TABLE VIII. EVALUATION MATRICES OF (a) ADABOOST (b) BAGGING (c) RSM  & (d) PROPOSED APPROACH ON DIARETDB. 
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TABLE IX. EVALUATION MATRICES OF (a) ADABOOST (b) BAGGING (c) RSM (d) PROPOSED APPROACH ON SATIMAGE. 
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TABLE X. EVALUATION MATRICES OF (a) ADABOOST (b) BAGGING (c) RSM (d) PROPOSED APPROACH ON HEART. 
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