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 Abstract — Machine learning approaches have been used 

for a wide range of applications in the recent years. The 

strength of these approaches mainly lies in their ability to learn 

from experience. Speech recognition has been area which has 

gained a lot of popularity in recent years. Siri, Genie, and 

Cortana are some commonly used examples. The focus of these 

applications have been to interpret human speech into a set of 

basic commands for a portable device. In this paper, we present 

a survey of the some commonly used machine learning 

approaches for speech recognition. While there are several 

variations to the speech recognition system, little is known 

about the challenges associated with each approach. In this 

paper we present a comparison of the available approaches and 

highlight the pros and cons of some of the popularly used 

approaches. 

 
 Index Terms — Machine learning, speech recognition, 

neural networks, hidden markov models 

 

I. INTRODUCTION 

 

 With the recent advancements in technology, Machine 

Learning techniques have found widespread applications and 

implementations. The popularity of Machine Learning 

approaches have extended from Big Data Analysis [1] used 

for making predictions or calculated suggestions based on 

large amounts of data to smaller applications and products 

that we use on daily basis. Some of the most common 

applications that use Machine Learning techniques includes 

Netflix, an online movie streaming service that uses machine 

learning approach for making movie suggestions based on 

movies already watched in the past [2].  

 In the recent years, Speech Recognition has been 

adopted as the state-of-the-art technology for on demand 

user assistance over smart phones and other portable devices. 

For example, some common applications includes Siri from 

Apple [3], Kinect [4] and Cortana [5] from Microsoft, and 

Genie, an android based application. Siri is voice-activated 

assistant that runs on Apple specific devices and mimics 

human intelligence. Siri pioneered a higher degree of human 

conversation ability that helps human interaction with smart 

phones. Specifically, Siri interprets voice instructions, and, 

performs the necessary actions. For example, Siri can open 

apps, search for upcoming movie times and get score updates 

on ongoing sports events from around the world. 

Furthermore, Siri can be used to makes calls or send 

messages to people within the contact list. At it’s core Siri 

involves a number of technologies, including natural 

language processing, question analysis, data mashups, and 

machine learning [6]. 

 In this paper, we investigate the specific functionality of 

Machine Learning in its ability for speech recognition. We 

compare the different heuristic from Machine Learning that 

are used for speech recognition and we compare their 

performance for their applicability in different domains. 

 Currently much of the research has been focused on 

approaches that uses acoustic models that uses specific 

sensors to decode human speech into text. These approaches 

however assume a simple probabilistic model of speech 

production whereby the frequency of a specified word is 

mapped to sequences using the Maximum Posteriori 

Probability (MAP) function. The goal is then to decode the 

word string, based on the acoustic observation sequence, so 

that the decoded string has the maximum a posteriori (MAP) 

probability. We are specifically focused on Machine 

Learning approaches to speech recognition, which uses some 

form of recognition technique, that is, either a supervised 

pattern classification system or an unsupervised pattern 

classification technique. The supervised machine learning 

technique is trained with already labeled examples; that is, 

each input pattern is preassigned with a class label that 

associates the label with a set of attributes [7]. Unsupervised 

pattern classifier works in a similar fashion. However, in this 

case the classifier is not trained with preassigned class 

examples. The unsupervised approach works by clustering 

some representation of the input data using implicit 

groupings within the data, which is commonly referred to as 

a codebook. 

 To the best of our knowledge our’s is the first study to 

investigate different Machine Learning approaches to speech 

recognition. Our specific contributions for this paper 

includes, i) a survey of the overall machine learning 

techniques used for speech recognition, ii) comparison of 

these approaches in terms of the model they employ and their 

training techniques, and iii) pros and cons of each of these 

techniques. 

 The rest of the paper is organized as follows. In 

Section II, we present our findings on the available models 

for speech recognition within the domain of Machine 

Learning, we also present the difference among these 

techniques. In Section III, we present the comparison of 

available techniques and their key differences, we also 

discuss the pros and cons of each approach. Finally, we 

conclude with our findings with a brief outlook into future 

work in Section IV. 

 

II. PROPOSED METHODOLOGY 

   

 The underlying principle of Speech recognition 

technique is to convert spoken words to a sequence of words. 

This technique is commonly referred to as Automatic Speech 

recognition (ASR) or Speech to Text (STT). In practice, 

there are several applications to this approach as speech 
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recognition applications normally ranges from cell phones to 

telephony and extends into home appliances as well. 

Furthermore, these approaches are widely used for data entry 

purpose and have some advanced applications as well for 

example, within aircrafts, and for air traffic controllers, and 

medical transcriptions as well [8].  

 

A. Training Techniques 

 Several techniques have been proposed to train a speech 

recognition system built upon Machine Learning approach. 

Broadly speaking the techniques are either based on the use 

of human speech for training purposes or leveraging the meta 

model information about language models within a specific 

language. Furthermore, the level of complexity involved in 

the training step differs with the nature of training as well.  

 One such technique is dependent on a trainer, whose 

goal is to speaks words from within the vocabulary in order 

to train the system. This form of training is in line with the 

principles of supervised machine learning, where a human 

who acts as the speaker/trainer reads sections of text into the 

speech recognition system (normally the vocabulary is 

limited to less than 1,000 words). The pros of such system 

are that the human speech frequency of spoken words is 

directly mapped into the training system and therefore, one 

can expect a high degree of accuracy. However, the cons of 

such system are that it takes a lot of time for the trainer to 

train the system and if the speech is not clear or the accent is 

not clear enough, then certain words could easily be confused 

with others. Another disadvantage is the limitation on the 

vocabulary, that the total words allowed per training session, 

as a vocabulary rich language could easily mislead the 

training process.  

 A speaker independent system on the other hand has a 

large vocabulary of words and is trained by using sub word 

models. One such system built on the principle of trainer 

independent training is SPHINX [9]. SPHINX introduced a 

linear predictive coding technique which provides speaker 

independence. The training methodology of SPHINX was 

based on multiple codebooks of fixed-width parameters, and 

an enhanced recognizer with carefully designed models and 

word-duration modeling [9]. They also introduced two sub-

word speech units in order to deal with co-articulation in 

continuous speech, an issues which was not previously 

addressed. The overall evaluation of SPHINX showed that it 

attained word accuracies of 71%, 94%, and 96%, for the 

traditional approach and the two new sub-word speech units, 

on a 997-word task. 

 

B. Models 

 In this Section, we discuss the specific models that can 

be applied from within Machine Learning to transform text 

into speech. But, first we must understand how the whole 

process works in principle.  

 The overall components of a speech recognition system 

are presented in Figure 1. Typically a speech recognition 

system comprises of three main components, which performs 

functions such as Speech Digitization, Acoustic Analysis, and 

Linguistic Interpretation. The sequence of actions are as 

follows: 

Digitization: The digitization process involves the 

conversion of analogue signal into a digital representation. 

This is a popular technique involving Signal Processing [10], 

in which a series of numbers are generated for an analogue 

signal such as speech. The resultant numbers show discrete 

set of points or samples that corresponds to analogue signals. 

 

Acoustic Analysis: After the digitization of speech has been 

performed, the next phase involves the analysis of digitized 

sound in order to map sound frequencies to the 

corresponding words. The model that corresponds to this 

mapping is created by applying statistical models onto the 

digital representation of sound and also mapping the textual 

representation of the speech with the digital representation. 

Therefore, as a result of the acoustic analysis, commonly 

confused words such as the and there may be distinguished 

with a higher accuracy.  

 

Linguistic Interpretation: As with grammar of any 

language, the semantics of a language denote the meanings 

associated with the syntax of language itself. In speech 

recognition systems, the semantics comes into affect within 

the linguistic interpretation phase, whereby the statistical 

mapping of acoustic analysis is used to associate meanings 

with the spoken words.  

 Both acoustic modeling and language modeling are 

important parts of modern statistically based speech 

recognition algorithms. As explained in Section II-A, 

normally the process is accompanied by a trainer or the 

training is based on sub-word analysis. The statistical 

approach that employ machine learning techniques uses 

transcribed speech recordings for training and apply 

statistical processes to search through the space of all 

possible solutions, and pick the statistically most likely 

one [11]. 

 Next we will discuss the commonly used (popular), 

machine learning models for speech recognition. 

 

1) Hidden Markov Models 

 Hidden Markov Models (HMM) were first used by 

Baker for automatic speech recognition [12]. Markov 

Models can be described at any time, as being in one of a set 

of 𝑁 distinct states {𝑆1, 𝑆2, … , 𝑆𝑁}. A process within the 

model can undergo a change of state (possibly back to the 

same state) according to the probabilities associated with the 

 
 

Fig. 1. Components of a Speech Recognition System. 
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state in the model. Figure 2 shows a sample representation of 

the states in an HMM. At each state the decision to whether 

stay in the same state or moves to another state is determined 

by the probability associated with each transition. Let {𝑝𝑖𝑗} 

denote the probability 𝑝 of moving from state 𝑖 at time 𝑡 to 

the state 𝑗 at time 𝑡 + 1. Hence for the same reason the sum 

of probabilities is composed of the probability that it stays at 

the same state or moves to some other state in sequence, 

which is equal to 1.0. 

 

 In speech recognition, a Hidden Markov Model is 

trained for each word within the vocabulary. However, for 

large models HMM is used to represent a phoneme instead. 

For example words such as cat, bat, pat, sat differs only by 

their initial phonemes: /𝑐/,/𝑏/,/𝑝/,/𝑠/. Each word, or (for 

more general speech recognition systems), each phoneme, 

will have a different output distribution. Thus, accounting for 

the differences within the pronunciation of certain words just 

by changing the phonemes. A Hidden Markov model for a 

sequence of words/phonemes is therefore made by 

concatenating the individual trained Hidden Markov Models 

generated separately for the words/phonemes [9]. 

 For example, the three self loops in Figure 2, model 

three parts of a phoneme, and the lower transitions explicitly 

model duration of one, two, or three frames. Instead of 

assigning a unique output probability density function to 

each transition, each phoneme is assigned three distributions 

representing the beginning, middle, and end of the phoneme. 

Each of these three distributions are shared by several 

transitions [13]. 

 

2) Neural Networks  

 Waibel et al [14] used Time-Delay Neural Networks 

(TDNN) for acoustic modeling with great success. Since 

then, neural networks have been used in many aspects of 

speech recognition such as phoneme classification, isolated 

word recognition, and speaker adaptation. 

 As compared to HMM, neural networks makes no 

assumptions about feature statistical properties. With 

multiple layers and the interconnections between units in 

each layer makes the network a good candidate algorithm for 

learning complex patterns including speech recognition. 

When used to estimate the probabilities of a speech feature 

segment, neural networks allow discriminating training in a 

natural and efficient manner. The approach performs better 

than HMM. In a laboratory study a performance evaluation 

of TDNN used a vocabulary of 5,240 common Japanese 

words. The words were spoken in isolation by three Japanese 

speakers and the study compared performance of HMM with 

TDNN. The results showed that the recognition rate of 

TDNN was 98 percent correct and HMM was 94 percent 

correct. 

 

III. RESULTS 

  

 We present our findings about the strengths and 

weaknesses of the models in the domain of machine learning 

for speech recognition. The DARPA [15] project was the 

first of it’s kind to evaluate the effectiveness of trainer 

dependent and trainer independent approaches for speech 

recognitions. The DARPA project was based on naval 

resource management and contained a database that is 

intended for use in designing and evaluating algorithms for 

speaker-independent, and speaker-adaptive speech 

recognition system. The data contains read sentences of 

about 1000-word task vocabulary, which represents 21,000 

recorded utterances from 160 talkers with a variety of 

dialects [15]. 

 Some of the challenges discussed in DARPA includes 

the, i) Training time: a resource consuming activity that 

when done in a trainer dependent fashion requires a lot of 

human hours, and must be done in a controlled fashion; 

where background noise is minimized to the extent possible. 

Additional, special care must be take to account for different 

variations of dialect and as well as the pronunciation of 

words, ii) Vocabulary limitations: one of key limitations of 

such systems is the extent to which the system can be trained, 

keeping in view the rich vocabulary of a particular language, 

normally such systems has a limited set of vocabulary and in 

particular, contains only words that are frequently used 

within that language, iii) Language models: For a trainer 

independent system, the rules of the language governs rules 

of grammar specifically about the semantics of language. 

Hence in such systems, it is important to incorporate the 

model governing the overall language. These models are not 

readily available and needs input from domain experts, 

usually linguists.  

 Another training dependent system that has been 

popularly used is known as SWITCHBOARD [16]. The 

SWITCHBOARD is an automated telephone-based speech 

recognition system, that was created by training data from 

about 2,500 conversations by 500 speakers from around the 

U.S.A. It has over an hour of speech from each of the 

speakers. Fifty “target” speakers participated at least 25 

times, which adds up to more than an hour of speech gathered 

over a period of several weeks. The projects mainly used for 

automated routing calls to appropriate sections/departments. 

Voice recognition used in SWITCHBOARD helps in 

directing callers to target departments. 

 Finally, we also surveyed a system named 

SPHINX [17], which started off as a research project at the 

Carnegie Mellon University and was aimed at automated 

speech recognitions. SPHINX has now offerings of full 

fledged speech recognition applications, as well as support 

of light-weight applications for portable devices such as an 

android based application. A basic assumption of SPHINX 

is that the statistical models which describe a particular 

 

Fig. 2 Sample States of a Hidden Markov Model. 
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language should be available. However, SPHINX also 

maintains a set of freely available models trained for various 

acoustic conditions and various performance requirements. 

 

IV. DISCUSSION AND CONCLUSION 

 

 An overview of some of the most popular systems in 

speech recognition is provided in Table I. As discussed 

earlier the systems have either used a trainer dependent 

mechanism for training purposes or have relied on statical 

models of language, or some form of acoustic analysis in a 

trainer independent system. The predominant model has 

been HMM for most of the systems and especially the trainer 

dependent systems. However, N-Grams has been a popularly 

used technique for a trainer independent system. The training 

techniques of a trainer dependent system has mainly relied 

on the voice recordings of trainers over a period of time 

where the focus has been to incorporate as many dialects and 

accents as possible, in order to achieve a high accuracy. 

However, the performance largely has been affected with 

inflicted noise at the time of recordings. The trainer 

independent system on the other hand has used N-Grams in 

some cases and other statistical models which augments with 

existing models of a language that are normally prepared by 

domain experts. The only exceptions to the use of HMM, was 

the use of Time Delay Neural-Network (TLDN) as used by 

Waibel et al [14]. However, the difference in performance of 

HMM and TLDN was found to be comparable, as the overall 

accuracy of TLDNN was 98 percent whereas the rate 

obtained for HMM was 94 percent correct. 

 While there are various approaches to speech 

recognition, the approach used by each of these approaches 

have differed mainly by the training techniques. The Hidden 

Markov Models (HMM) has been the predominantly used 

model in most of the systems. The training mechanism in 

each case have several pros and cons including: training 

time, the availability of language model, ability to cope with 

dialects, and the limitation on the total number of words in 

language vocabulary. These factors play together the overall 

applicability of a specific model in a specific domain. For 

example, the android based lightweight model of Sphinx 

(Pockectsphinx) uses only a fraction of the language model 

that is being used in full blown version of Sphinx4. 

 In future work, we would like to extend our study by 

incorporating evaluation of the popularly available 

techniques using a unified experimental approach. Most of 

the existing approaches have been evaluated with different 

datasets and have not been tested on a common 

dataset/trainer set/vocabulary. For example, Waibel et al [14] 

evaluated their approach using Japanese vocabulary, 

DARPA used very specific naval resource management 

datasets, and SWITCHBOARD used voice recording from 

within U.S.A only. Therefore, it is difficult to compare their 

performance in regard to each other. It would be interesting 

to see how, all these and other approaches perform on a 

single benchmark under similar conditions.  
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