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 Abstract – Recent years attracted the research interest in 

the adaptation of the system with respect to the given reference 

input in real time. It is a well-known fact that every system 

available today is time varying. In order to control these system, 

it is important to introduce a control algorithm suitable to 

tackle such system in real time applications. For this purpose a 

method to control such systems using Model predictive 

controller (MPC) is proposed in this paper to control the slow 

time varying first order system with (𝝉) as a time dependent 

variable. MPC is capable of predicting the changes by utilizing 

the previous reading and alter the parameter to track that 

change few steps ahead. System variations are not limited to its 

order, but the proposed model possess a time varying 

coefficient. Proposed model is compared with the existing PID 

controller and tracked the disturbance faster than PID 

controller. 

 

 Index Term – Model Predictive Controller (MPC), Slow 

Time varying System, PID Controller, Predictive Model, State 

Space Model. 

 

I. INTRODUCTION 

 

In recent times, field of control engineering is 

progressing at an exponential rate. Investment and research 

in this field is also increasing on the daily bases due its 

application in industry. With the recent advancements in 

complex time varying system used in industry, there is an 

urgent need for the control mechanism capable of controlling 

them in real time.  

There are various algorithms used that are common for 

predicting the system response and to control them. Finite 

Impulse Response (FIR) filter is the most favorable among 

them, it is appealing to many control engineers due to its 

proper representation of response time and gain. On the 

downside, it require large model order d around 30 (thirty) to 

60 (sixty) coefficients depending on the system dynamics [1-

6]. Stochastic gradient method is also utilized by many 

researchers to design a control algorithm for time variant 

systems [7-9]. Over the years many control algorithm are 

introduced capable of predicting the trajectory using the 

output and the current state of the system such as Least Mean 

Square (LMS) Algorithm, Fuzzy abased algorithm etc [10-

14].  

Neural network (NN) is also used for controlling slow 

system that are time dependent [15-19] and includes certain 

delay parameters. In the proposed model, a model based on 

predictive algorithm is utilized to control the slow time 

varying first order system. NN require weighted coefficients 

to track the trajectory of the variable [20-23].  

 

II. MATHEMATICAL MODEL 

 

The model of a first order time varying system is 

represented in equation 10, where 𝜏 is a time varying 

parameters that tends to change over time [26-27]. These 

type of system achieve their steady state after a very long 

time and it is imperative to make them fast so they may 

perform their task more effectively.  

 
 

𝐺(𝑠, 𝜏) =
1

𝜏𝑠 + 1
                    (1𝑎) 
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1
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𝜏
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Usually temperature based system are slow system and 

it varies very slowly in controlled environment but if an 

unexpected incident occurs like gas leakage temperature of 

that particular surrounding may change at an accelerated 

rate. 

 

III. PREDICTIVE CONTROLLER MODEL 

 

In the proposed work, a time varying system is 

represented in terms of state space model expressed in 

equations 2 & 3. 
 

𝑥(𝑘 + 1) = 𝐴𝑞𝑥𝑞(𝑘) + 𝐵𝑞𝑢(𝑘)           (2)  

 
 

𝑦(𝑘) = 𝐶𝑞𝑥𝑞(𝑘) + 𝐷𝑞𝑢(𝑘)                (3)  

   
 

For the purpose of receding horizon control, it is 

imperative to know the current information of the desired 

plant model for prediction and control. Parameter 𝑢(𝑘) is 

basically an input of the system and 𝑦(𝑘) is a process or plant 

output as elaborated in equations 2 & 3. Implicitly assuming 

the system output is unaffected by input at a given time 

instant [28-30].    

The next step is to devise a mathematical model of a 

predictive control system capable of calculating the 

predicted output by utilizing an upcoming control signal as 

manipulated variables. Control model has an optimization 

window known as prediction horizon NP, considering ki be 

the current time instant. Prediction horizon is basically a total 

length of an optimization window and NC is termed as a 

control horizon identifying the samples which will used to 

capture the future control trajectory. All the predicted 

parameters accumulated are in terms of state variable matrix 

x(ki) and the future control trajectory u(ki + j), where j = 0, 

1, 2, … NC – 1. 
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𝑈 = [𝑢(𝑘𝑖)  𝑢(𝑘𝑖 + 1) …  𝑢(𝑘𝑖 + 𝑁𝐶 − 1)]𝑇             (4) 
 
 

𝑌 = [𝑦(𝑘𝑖 + 1)  𝑦(𝑘𝑖 + 2) … 𝑦(𝑘𝑖 + 𝑁𝑃) ]𝑇                (5) 
 

Where U is a control trajectory depended on control 

horizon expressed in equation 7 and Y are the output 

coefficients with the dimension equal to prediction horizon 

and equation 6 displays the expression of the process output.  

 
 

𝑌 = 𝐹𝑥(𝑘𝑖) + ∅𝑈                                                              (6) 

 

𝑈 = (∅𝑇∅ + �̅�)−1(∅𝑇𝑅𝑆 − ∅𝑇𝐹𝑥(𝑘𝑖))                                  (7) 

 

Where, 
 

 𝐹 = [

𝐶𝐴
𝐶𝐴2

⋮
𝐶𝐴𝑁𝑃

]                                                                      (8) 

 
 

∅ = [

𝐶𝐵 0 ⋯ 0
𝐶𝐴𝐵 𝐶𝐵 ⋯ 0

⋮
𝐶𝐴𝑁𝑃−1𝐵

⋮
𝐶𝐴𝑁𝑃−2𝐵

⋮ ⋮

𝐶𝐴𝑁𝑃−3𝐵 𝐶𝐴𝑁𝑃−𝑁𝐶𝐵

]                   (9) 

 
 

 

RS is basically a vector containing the information about 

the set-points or reference point with the same length as 

predictive horizon. �̅� is a tuning parameter in a form of a 

diagonal matrix and has the same length as prediction 

horizon containing the constant value of 1. 

  

IV. OPTIMIZATION TECHNIQUE 
 

 For the given reference parameters at a time instant ki, 

objective of the model predictive controller is to converge 

the predicted output as close as possible to the desired input 

or set parameter. At this point the control vector begins to 

find the best possible control signal U to get the minimum 

error between both set-point & the predicted output [31-32]. 

 

𝐽 = (𝑅𝑆 − 𝑌)𝑇(𝑅𝑆 − 𝑌) + 𝑈𝑇�̅�𝑈                               (10) 

 

 In equation 10, J represents the cost function that needs 

to be minimize for better output response close to the set-

point. (𝑅𝑆 − 𝑌)𝑇(𝑅𝑆 − 𝑌) in equation 9 is used to minimize 

the error by subtracting  the predicted output and set-point 

signal and the other term 𝑈𝑇�̅�𝑈 controls the error signal by 

trying to find the values that makes the cost function zero or 

close to zero. 

 

V. RESULTS 

 

After the implementation of the controller with time 

varying model, immediately it acquires an output 

response with some error and as the time passes, 

controller utilize the reference signal and recently 

acquired output to reduce the error until it becomes 

negligible or until the system changes completely.  

For the Predictive controller, value of (NP) is 

assumed to be 8, it is basically an optimization window 

for the Predictive horizon and 4 was selected for the 

control horizon (NC). Control Signal was discussed in 

section 2 equation 6 having ∅𝑇∅, ∅𝑇𝐹 and ∅𝑇�̅� 

matrices, for precise calculation of the control signal 

these matrices plays a vital role in reducing the cost 

function (J). Equations-11, 12 and 13 are the actual 

values accumulated using the first order model, they are 

utilized to calculate the control signal (U). We can 

observe that the values of control signal is close to zero, 

it’s because the output (Y) has already converged with 

the set-point or reference point (�̅�𝑆), fig-1 unveil the 

convergence of the control and output signal.  

 

∅T∅ = [

165.54 134.52 104.67 76.86
134.52 110.5 86.91 64.46
104.67
76.86

86.01
64.46

69.31
52.12

54.12
39.94

]                        (11) 

  

∅TF = [

963.38 183.58 31.683
782.89 148.51 24.265
609.13
447.29

114.99
84.071

17.846
12.427

]                                      (12) 

 
 

∅TR̅S  = [

31.683
24.265
17.846
12.427

]                                                                      (13) 

 

          U = [

−0.903e−09

0.0027e−09

0.1500e−09

0.0322e−09

]                                                            (14) 

 

Values of the control signal in equation 14 are extremely 

low due to the fact that the system output has already attain 

the approximate reference point with minimum error and will 

not require further extensive computation. Fig-1 shows the 

step responses of proposed time varying model for all the 

values of 𝜏, fig-2 is the representation of control & output 

signal for whole time period and the changes occurs in its 

time frame.  

Basically fig-2 displays the control and output signals at 

each value of 𝜏 with respect to their control and output signal. 

Different values of 𝜏 represent the changes occurring after an 

instant of time which may cause a certain change in system 

behavior. The value of control signal is in initially high 

because it is adjusting itself as it reduces the error to zero. 

By observing the samples of fig-2, controller require 

little effort to predict and track the reference trajectory that 

is because the value of 𝜏 is 1 which makes the system pole 

further away from the origin making it easy to track. On the 

other hand, if the value of 𝜏 changes to 100, the system pole 

at this point is close to the origin, although the system is 

stable but the predictive controller will require much more 

effort to track the reference point and to make the response 

faster. For further analysis of the proposed control algorithm, 

a small disturbance in the system was introduced. The reason 
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for applying this disturbance is to observe how fast the 

controller track and control it. It can be observed in fig-3, the 

disturbance in the system output occurs at a time instant of 

about 27 and the controller adapts according to its effect very 

quickly. In fig-4, a Proportional Integrator and Differentiator 

is introduced as a baseline controller to control the response 

of the slow time varying system, it was used to compare the 

response time of both controllers. PID takes more time to 

track the initial response, it approximately takes 25 second 

when 𝜏 is set to 10 as shown in fig-4 and on the other hand it 

has to make a lot of effort to make it stable and free of any 

steady state error, while MPC takes less effort to perform the 

same task as given in fig-2 as a blue line for 𝜏=10. 

 

VI. CONCLUSION 

 

Proposed control algorithm of (MPC) is implemented using 

MATLAB utilizing a time varying model. Time varying 

system is assumed to change with the change of τ having the 

values of 1, 10 and 100 but the controller implemented 

tracked the reference point by utilizing the output signal and 

reducing error to the point it will become negligible until the 

next change in τ occurs. The designed control algorithm 

performed according to the expectation and will be useful for 

application in which the base system model tends to change 

frequently. 
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Fig.1 Step Responses of Time Varying Model for τ = 1, 10, 100 

 

 
Fig.2 Control & Output Signal at 𝜏 = 1, 10, 100. 
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Fig.3 Control & Output Signal with disturbance 

 

 

 
Fig. 4 Output & Control of System using PID Controller 

 


